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Abstract

Algal blooms and other oceanographic phenomena will be detected by hyperspectral
imagers from air- and spaceborne platforms, among others, as a part of the Hyperspectral
Smallsat for Ocean Observation (HYPSO) mission. For the collected data to be usable, the
hyperspectral instruments must be calibrated and characterised before use. The �rst goal
of this project was therefore to set up calibration procedures for spectral and radiometric
calibration of the Hyperspectral Imagers (HSIs), and further test these procedures by
calibrating two imagers. The second goal was to detect spectral and spatial misregistrations
in the system, also known as smile and keystone, and make corrections for these e�ects.
Spectral and radiometric calibration procedures were set up, and two imagers, the HSI V4
and the HSI V6, were calibrated. After spectral calibration, the spectral range was calculated,
and was found to be 299 to 1015 nm for the HSI V4, and 378 to 851 nm for the HSI V6.
Further, a set-up to detect smile and keystone e�ects was designed and built, consisting of a
collimator lens, a striped pattern, and spectral light sources. Algorithms were developed to
detect the e�ects by using the resulting intersection points in the spectrogram. Corrections
were then made by mapping the detected points to a reference grid. While correction
of HSI V4 spectrograms showed clear improvement, the algorithms used to obtain the
distortion model can be further improved to achieve even better performance. Other e�ects
characterised include the spectral bandpass of the imagers, and the linearity of the sensor
response. Spectral bandpass for the HSI V4 was estimated to be 2.66 nm, and 2.84 nm for
the HSI V6. The sensor response of the HSI V4 was found to be linear.
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Sammendrag

Hyperspektrale kameraer, ombord blant annet droner og småsatellitter, skal detektere
algeoppblomstring og andre havfenomener langs norskekysten. Dette er en del av prosjektet
HYPSO, som står for "hyperspektral småsatellitt for havobservasjon". For at bildene skal
være brukbare må kameraene være kalibrert og karakterisert før bruk. Det første målet i
denne oppgaven var derfor å sette opp prosedyrer for spektral og radiometrisk kalibrering,
og deretter kalibrere to hyperspektrale kameraer. Det andre målet var å detektere kjente
feile�ekter kalt "smile" og "keystone", samt korrigere for disse. Prosedyrer for spektral og
radiometrisk kalibrering ble utviklet, og de hyperspektrale kameraene HSI V4 og HSI V6 ble
kalibrert. Etter spektral kalibrering ble spektral rekkevidde regnet ut, og estimert til 299 til
1015 nm for HSI V4, og 378 til 851 nm for HSI V6. Videre ble et oppsett for å detektere "smile"
og "keystone" utviklet, bestående av en kollimator, et stripete mønster og spektrale lyskilder.
E�ektene ble detektert ved å bruke skjæringspunktene dannet i spektrogrammet og videre
korrigert for ved å transformere skjæringspunktene over på et referansegitter. Korreksjon
av bilder fra HSI V4 viste en klar forbedring, men feilmodellen kan bedres. I tillegg ble
spektral båndpass og lineæritet av sensorresponsen karakterisert. Spektral båndpass for
HSI V4 ble estimert til 2.66 nm, og 2.84 nm for HSI V6. Resultatene viser at HSI V4 har
tilnærmet lik lineær sensorrespons.
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Preface

The work in this thesis is a continuation of the work presented in the specialisation project
"Hyperspectral Imager Calibration and Characterisation" [1], during the fall of 2018. The
main parts of Chapter 1, parts of Chapter 2 (mainly Section 2.1, Section 2.2.1, Section 2.3,
parts of Section 2.4, and Section 2.5.1), parts of Chapter 3 (mainly Section 3.1.1, parts of
Section 3.2, and parts of Section 3.3), as well as Appendix B, are all based upon the work
presented in the specialisation project.

For both the specialisation project and this thesis, hyperspectral imagers designed by Fred
Sigernes were used, and an introduction to the concept of hyperspectral imaging was
given by him in the course TTK20 Hyperspectral remote sensing, in the fall of 2018. The
collimator set-up used for smile and keystone correction was also mainly designed by
Fred. The calibration equipment for spectral and radiometric calibration was available
from mid-September, and Elizabeth Prentice was of great help when collecting data the
�rst months. Code for reading the images was developed by Joe Garrett, which also helped
with the code for spectral calibration.

As a part of this thesis, the procedures for data collection were made, the physical collimator
set-up was built and tested, and data for calibration and characterisation was acquired.
Further, code was written to calculate and apply the calibration and correction coe�cients,
and for various analysis of the data. A side project not included in this thesis was radiation
testing of the sensor and lenses used in the HSI V6, where a characterisation set-up was
designed and built to detect changes in the radiometric response due to radiation, and code
written for analysis of the data gathered.

The work in this thesis is also summarised in the paper "Real-time Corrections For A
Low-cost Hyperspectral Instrument" submitted to the Workshop on Hyperspectral Image
and Signal Processing: Evolution in Remote Sensing (WHISPERS) 2019, with focus on how
the calibration and correction coe�cients from this thesis can be applied real-time for
autonomous operations.
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1 | Introduction
Hyperspectral imaging, also known as imaging spectroscopy, is an imaging technique used
to combine two dimensional spatial data with a third dimension of spectral data. Spectral
information from hundreds of narrow bands are obtained by recording radiance in, and near,
the visible spectrum. The data collected is therefore often called a "hyperspectral data cube".
A similar instrument is the multispectral imager, which is based on the same technology,
but records information from fewer, and often wider, spectral bands. In this report, two
Hyperspectral Imagers (HSIs) are calibrated and characterised to ensure better quality of
the data obtained. A more detailed explanation of the hyperspectral imager and how it
works is given in Section 2.2.

In the early development of hyperspectral imaging systems, the instruments were mainly
oriented towards remote sensing applications [2]. Data acquired from these types of
operations can be used within disciplines such as oceanography, precision farming, forestry
and geology, among others [3]. For oceanographic purposes, detection and classi�cation
of algae is one possible application. Algal blooms can produce vividly coloured displays
from the algae cells accumulating on the water surface. The blooms can be friendly, but
some may also be harmful due to their production of internal toxins, their sheer biomass,
or their physical shape. The toxins produced may kill �sh and shell�sh, and also harm
human consumers. Death of birds and mammals related to harmful algal blooms and their
toxins have also been recorded, giving huge public and economic concerns when they
occur. High biomass accumulation of algae can lead to environmental damage, including
hypoxia, anoxia, and shading of submerged vegetation. This may further lead to a multitude
of negative environmental consequences. [4] Algal blooms have been recorded along the
Norwegian coast since 1985. Some events, such as toxic blooms in the Ofoten-Tysfjord area
in 1991 [5], in Boknafjord in 1989, 1990 and 1993, and outside of Bergen in 1993, have caused
tonnes of atlantic salmon and rainbow trout to be killed [6]. Even though less than 2% of
some 5000 species of marine microalgae described worldwide are known to be harmful or
toxic, the percentage appears to be increasing [7].

Events such as algal blooms can easily be detected using optical instruments, due to the
blooms’ clear surface signatures in the spectral domain. An algal bloom may develop in
only a few days, and disappear equally quickly. Automatic detection and measurements are

1



2 1. INTRODUCTION

therefore required to adequately describe the dynamics of the blooms. The algal blooms
can be detected by measuring the changes in the absorption properties of the ocean, and
may further be classi�ed using models to provide information on whether the bloom is
likely to be harmful or not. [6] The information acquired using a hyperspectral imager
from airborne platforms can therefore be used to detect algal blooms as they appear, identify
them and characterise their spatial extent, as well as observe other phenomena happening
in the Visible and Near-Infrared (VNIR) spectrum [8]. This is the background motivation for
the Hyperspectral Smallsat for Ocean Observation (HYPSO) mission [9], which is a satellite
mission initiated by the Norwegian University of Science and Technology (NTNU) Small
Satellite (SmallSat) Lab. The SmallSat Lab focuses on designing, building and operating
small satellites for observing the Norwegian coastline and ocean. As described in [8], the
HYPSO satellite will observe the ocean along the Norwegian coast, speci�cally targeted to
detect algal blooms, phytoplankton, river plumes, and so on.

The use of hyperspectral sensors in a spaceborne mission is no new idea, however. Other
Earth Observation (EO) missions such as EO-1, with the instrument Hyperion [10], and
the Hyperspectral Imager for the Coastal Ocean (HICO) mission [11], among others, have
previously used HSIs for collecting data. There are also other missons planned for the near
future, such as Environmental Mapping and Analysis Program (EnMAP), and Hyperspectral
Infrared Imager (HyspIRI), as mentioned in [12]. These satellites are all larger satellites,
which makes them a lot more expensive. The HYPSO satellite, on the other hand, is a
U-Class Spacecraft (CubeSat), which is much smaller and costs less both to produce and to
launch. This gives an opportunity to produce more satellites and make them work together
to increase temporal coverage and redundancy. To increase the Signal-to-Noise Ratio (SNR),
which is crucial for ocean colour observation, a slew manoeuvre will be performed to obtain
several overlapping images of the targeted area [8].

The HYPSO mission is a project under the Center for Autonomous Marine Operations
and Systems (AMOS). After launch, the satellite will work together with Autonomous
Underwater Vehicles (AUVs), Autonomous Surface Vehicles (ASVs) and Unmanned Aerial
Vehicles (UAVs). They will execute coordinated missions to obtain a greater amount of
information from the area of interest, creating an autonomous multi-agent system for
marine observations. [8] Hyperspectral data from the satellite can, for example, be used
to detect a potential harmful algal bloom. UAVs, also equipped with an HSI, can be sent o�
to investigate the algal bloom further, giving a better resolution view of a smaller part of
the targeted area. ASVs can be used to collect in-situ measurements, such as water samples
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to investigate the algae further in the lab, and AUVs can be deployed to collect information
from underneath the water surface, since the air- and spaceborne instruments only collect
information from the upper layers of the ocean.

Space- and airborne instruments require proper characterisation before use, as possibilities
for performing characterisation procedures after launch are very limited. If the instrument
is not calibrated and characterised well enough, the data provided by the sensor will in
worst case be deemed unusable for the planned applications. [3] Characterisation refers
in this report to the act of describing distinctive characteristics of the imager, while
calibration is the act of setting parameters of the imager by comparing the performance
with known standards. For a hyperspectral imager, spectral and radiometric calibration
are needed to provide necessary information about the recorded data. Spectral calibration
gives the relationship between the pixel number and corresponding wavelength value,
while the radiometric calibration provides the relationship between sensor count and true
radiance. The calibrations are further described in Section 2.3. Characterisation of the
instrument is also needed to make corrections for e�ects corrupting the data, and to
determine uncertainties inherent in the measurements. Some unwanted e�ects may arise
due to spectral and spatial misregistrations, commonly referred to as smile and keystone,
respectively. Characterisation, and correction, of these e�ects are one of the main goals
of this project. Smile and keystone are further described in Section 2.4. Other features
characterised in this report includes the spectral bandpass of the system, and the linearity
of the sensor response. In addition, the dynamic range, the temperature dependency,
stray light, and polarisation sensitivity should also be characterised, as mentioned in [13].
Characterisation of these e�ects, however, is a part of the future work of this project.

There are several places in the world that have the equipment and knowledge needed on
how to calibrate and characterise a hyperspectral imager. Some examples are the Calibration
Home Base (CHB) at the German Aerospace Center (DLR) in Germany [14], and the optical
lab at the Norwegian Defence Research Establishment (FFI) in Norway. There is also a lab
for radiometric calibration at the University Centre in Svalbard (UNIS). Sending the imager
to di�erent locations costs time and money, and there is no guarantee that the imager is
still fully calibrated after transportation back from the calibration lab. Vibrations and other
external factors may a�ect the imager, which can result in minor physical changes in the
system and give the need for a new calibration. That the calibration may be invalid after
transportation is also the reason why the imager must be re-calibrated after launch when
being used for remote sensing [15].
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A radiometric sphere and four spectral lamps, further described in Section 3.1, are available
for radiometric and spectral calibration at NTNU. Time is a critical factor in the HYPSO
mission, as NTNU SmallSat Lab intends to have a continuous pipeline of spacecraft in
an ongoing process of development, test and operations [9]. The ability to calibrate the
hyperspectral imager at NTNU is therefore highly bene�cial for NTNU SmallSat Lab in
terms of the HYPSO mission and other hyperspectral missions.

The aim of this project is therefore to set up spectral and radiometric calibration procedures
and perform these on hyperspectral imagers using the existing equipment at NTNU, and
further investigate and implement a method for detecting and correcting smile and keystone
e�ects in these imagers.

The remainder of this report is divided into four chapters. Chapter 2 gives some background
theory regarding hyperspectral imaging, and calibration and characterisation of such
imagers. In Chapter 3 the equipment used is described, as well as the calibration and
characterisation set-ups and procedures used in this project. The results are presented
and discussed in Chapter 4, and Chapter 5 holds the conclusion and outlines further work
that describes what can be done to improve the calibration procedures and expand the
characterisation process in the future.



2 | Background Theory
To understand the need for, and the importance of, hyperspectral imager calibration and
characterisation, a basic understanding of imaging systems in general is needed. Knowledge
on the hyperspectral imagery concept itself is also essential. This section therefore gives a
short introduction to the basic concepts needed for understanding these systems.

Theory on imaging systems in general is presented in Section 2.1, with focus on the
components used in hyperspectral imaging, such as the grating and the optical diagram
of a spectrograph. Section 2.2 explains the hyperspectral imagery concept, and describes
the pushbroom technique, which is the imaging technique used for the HSIs in this project.
Background on spectral and radiometric calibration is given in Section 2.3, together with
a brief summary on how these calibrations may be performed, and what equipment is
required. An introduction to spectral and spatial misregistrations, namely smile and
keystone, as well as previous work done on how to detect and make corrections for these
e�ects is presented in Section 2.4. Other e�ects that may be characterised, including spectral
bandpass, linearity of the sensor response, polarisation sensitivity and stray light, are �nally
presented in Section 2.5.

2.1 Imaging Optics

Imaging systems consist of several optical components, and di�erent systems are used for
di�erent purposes. A basic understanding of the behaviour of light through these systems
is bene�cial for understanding the greater concepts of why imperfections in the design or
construction may cause di�erent unwanted e�ects in the �nal product. The importance of
these e�ects, and mitigation options, depends on the understanding of their cause, which
makes it important to introduce some theory on basic imaging optics.

This section starts by introducing some relevant terminology and units used when observing
light. Further, theory for understanding the imaging systems in general is presented, and
elements typically used in hyperspectral designs are introduced. The theory presented is
based on [2], [16] and [17].

5



6 2. BACKGROUND THEORY

2.1.1 De�nitions

First, some terminology, as well as some important units used later both within this section
and further throughout the report, will be introduced.

Solid Angle

The solid angle, Ω, is de�ned as

Ω =
A

r2
, (2.1)

where A is the area of a sphere segment, and r the radius of the sphere. The solid angle is
measured in steradians, or square radians, [sr]. An illustration can be seen in Figure 2.1.

S r

A
Ω

Figure 2.1: De�nition of solid angle, Ω, where S is the source point, r the radius of the sphere,
and A the area of a sphere segment.

Flux, Intensity and Radiance

The radiant �ux, Φe, in the system is de�ned as the number of radiant energy emitted from
a source, S, per unit time into a solid angle, Ω, so that

[Φe] = W . (2.2)

Intensity, I , is further de�ned as the radiant �ux per unit solid angle,

[I] =
W

sr
. (2.3)

Radiance, L, is then de�ned as the intensity through a unit surface area, or radiant �ux per
unit projected area and solid angle,

[L] =
W

m2 sr
, (2.4)
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and irradiance,E, is de�ned as the power incident on or passing through a unit surface area,

[E] =
W

m2
. (2.5)

Further, spectral radiance, Lλ, and spectral irradiance, Eλ, are de�ned as radiance per
wavelength and irradiance per wavelength, respectively,

[Lλ] =
W

m2 nm sr
and [Eλ] =

W

m2 nm
. (2.6)

Re�ectance, Transmittance and Absorptance

The term re�ectance describes the fraction of light that is re�ected from a surface. A
re�ectance spectrum is a plot of re�ectance as a function of wavelength. Transmittance
describes the fraction of light that passes through a substance. The transmittance of an
object can be described by its transmission coe�cient. Further, absorptance is a measure of
the rate of decrease in the light intensity as it passes through a substance. This should not
be confused with absorbance, which refers to the physical process of absorbing light.

Interference and Di�raction

Interference is the result of individual wave sources interacting with each other, while
di�raction is caused by a wave distorted by an obstacle. An illustration of interference and
di�raction can be seen in Figure 2.2.

Di�raction Interference

Dark

Bright

Dark

Figure 2.2: Illustration of di�raction as the light is distored by an obstacle, and interference as
two wave sources interact with each other resulting in an interference pattern.
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2.1.2 Imaging System

In an imaging system, the optical axis is the straight line that passes through the centres of
curvature of the lenses in the system, as seen in Figure 2.3.

Optical axis
θ

Focal point
f

x

Figure 2.3: Illustration of the optical axis, and the focal length f . θ denotes the angle of the
incident wave, and x the shift in the image plane. Based on illustration found in [17].

Rays that are close or parallel to the optical axis, also known as paraxial rays, converge at
a point on the axis called the focal point. Extending this point into a plane perpendicular to
the optical axis gives the focal plane, which is where the image is focused. The scale of the
image is further de�ned by the focal length, f , which is the distance between the centre of
the front lens and the focal point. If x is the shift in image point in the focal plane for a tilt,
θ, in the incident wave on the lens, the focal length is given by

f =
x

tan θ
. (2.7)

The f-number, F/#, is further de�ned as

F/# =
f

D
, (2.8)

where f is the focal length and D is the aperture of the system. A higher f-number gives a
smaller opening for the light to pass through. Light from a smaller area will then reach the
sensor, resulting in less light on the sensor.

The Field Of View (FOV) of the imager is de�ned as the angle where incoming light is
detected. FOV is given by the aperture, which limits the extent of the scene imaged. In
Earth imaging cameras, it is usually the detector that limits the FOV of the imaging system.
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Grating

A key optical element in the design of a pushbroom hyperspectral imager is the grating.
There are several types of gratings, and they can also be used in combination with prisms. A
di�raction grating consists of a numberN of single slits, with the width b of each slit, placed
with an equal spacing a. Each slit acts as a source, and creates a di�raction/interference
pattern when light is transmitted through the grating. This pattern gives several maxima
called intensity maxima for di�erent orders. For the zero order, the maxima is given
at the same location, described by the di�raction angle β, for all wavelengths. For the
higher orders, however, the location of the maxima, β, varies with wavelength. Longer
wavelengths, such as red light, have a greater angle than the shorter wavelengths, such as
blue light. It is worth noting that this is opposite from the e�ect happening in a prism,
where shorter wavelengths are more refracted than the longer wavelengths.

While the di�raction grating transmits light, the re�ective grating re�ects light. The plane
re�ective grating may be seen as a polished surface with parallel grooves, i.e. long narrow
cuts. The grating is �lled with narrow parallel mirrors, each mirror acting as a source. Thus
the same interference pattern as for the transmitting grating is created when the re�ective
grating is exposed to light.

The grating equation is given as

nλ = a(sinα + sin β), (2.9)

where n is the spectral order, λ the wavelength, a the distance between the grooves, α the
incident angle, and β the di�racted angle of the light. This equation is based on an idealised
grating, but can be used to calculate the theoretical di�racted angle in a system, and is highly
useful when designing a hyperspectral imager.

The re�ective surfaces may also be tilted at an angle ωb. This gives a blazed grating, where
ωb is known as the blaze angle. The blaze angle introduces a shift of the di�raction pattern
away from the zero order over to higher orders. The grating is most e�cient when

α− ωb = ωb − β. (2.10)

The light is separated according to the grating equation when the di�raction pattern is
shifted to higher orders. This is the principle used in hyperspectral imaging, as the separated
wavelengths are focused onto di�erent parts of the imaging sensor.
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Optical Diagram

The optical diagram of a spectrograph can be seen in Figure 2.4. As seen in the diagram,
the light enters the front lens and is focused through the slit. Further it is directed onto the
second lens which collimates the light before it reaches the grating. The dispersive element
shown in this optical diagram may be a grating together with a prism, which sorts the
wavelengths so that the centre wavelength is parallel to the optical axis. The light is then
separated and focused onto the image sensor by the third lens. This makes the captured
image a spectrogram, with spectral information in one axis and spatial information from the
slit in the other.

S

Source

L1

Entrance slit

S1 S2

L2 G L3

Sensor

p q f2 f3

Figure 2.4: Optical diagram of a spectrograph. S is the area of the light source, S1 the area
of the source image, and S2 the area of the entrance slit. L1, L2 and L3 are the lenses in the
system, and G the grating element. Further, p is the distance between object and front lens, q
the distance between front lens and projected image, f2 the focal length of L2, and f3 the focal
length of L3. Based on �gure found in [16].

Geometrical extent

The geometrical extent, also known as etendue, characterises the ability of an optical system
to accept light. It can be seen as an acceptance cone where the photons are allowed to travel,
and de�nes how much light that can be detected by the instrument. The geometrical extent
is de�ned as

G =

∫ ∫
dSdΩ, (2.11)

where S is the area of the emitting source and Ω the solid angle. The geometrical extent is
optimised when

G = πS sin2 Ω = πS1 sin2 Ω1 = πS2 sin2 Ω2. (2.12)
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Aberrations

In a perfect imaging system, all rays that originate from the same point in an object will
cross at the same point in the system imaging plane. In real optical systems, however, this
is not the case. This happens due to aberrations, which can be described in terms of how
much a ray deviates from its desired location in the imaging plane. The desired location of
the imaging points are based on �rst-order optics. Refraction of light follows Snell’s law,

n1 sin θ1 = n2 sin θ2, (2.13)

where the terms can be expanded so that

sin θ = θ − θ3

3!
+
θ5

5!
− θ7

7!
+ ..., (2.14)

where θ is the angle measured from the normal of the boundary. For small values of θ, the
higher order terms can be neglected, and Snell’s law can be written as

n1θ1 = n2θ2. (2.15)

This, however, only holds for paraxial rays. For nonparaxial rays, higher order terms must
be included. Including the third order term will give third-order optics, which introduces
several types of aberrations such as coma, astigmatism and spherical aberrations.

Sensor Detection

The Focal Plane Array (FPA), the detector matrix which the image is focused onto, converts
the irradiance distribution produced by the imaging optics into the electrical signal recorded.
It consists mainly of two parts: an array of detectors, and a multiplexer. The detector
array produces an electrical response when hit by incident radiation. The multiplexer
then collects the electronic response, and produces a signal with a digital representation
of the detected image. The multiplexers are usually either Charge-Coupled Device (CCD)
or Complementary Metaloxide Semiconductor (CMOS) switching circuits. The CMOS
technology requires more circuitry within each unit cell, resulting in more noise in the
sensor, but o�ers greater �exibility in the image readout than CCD.

Quantum E�ciency

The quantum e�ciency, QE, describes the spectral response of each pixel in the detector. It
is de�ned as the fraction of photons that generates electrons detectable by the sensor. The



12 2. BACKGROUND THEORY

QE can be calculated as a function of wavelength. This can further be used to characterise
the sensitivity of the imager.

Point Spread Function

The ideal wavefront entering an optical system for a point object will be spherical in
nature, and will converge to a perfect point on the focal plane. However, imperfections
in the optical system stop this from happening. Aberrations cause rays to land at di�erent
locations on the focal plane, and broadens the image of the point object. Distortions may
cause the magni�cation to change as a function of image position. Absorption decreases
the transmission of light through the system, and di�raction from the �nite aperture size
provides the �nal resolution. The actual focal plane image can be given by

E(x, y) = Eg(x, y) ? h(x, y), (2.16)

where E(x, y) is the actual plane image, Eg(x, y) the true point source, ? represents a 2D
spatial convolution operation, and h(x, y) is the Point Spread Function (PSF). An illustration
of the PSF can be seen in Figure 2.5.

Point source Point spread function (PSF) Sensor response

Figure 2.5: Illustration of the point spread function.

For a fuller understanding of the �nal optical design and performance of the system, the
PSF should be characterised. This will give information about any geometrical aberrations
in the system. Spatially scattered light, namely spatial stray light, may also be characterised
by the point spread function [18].
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2.2 Hyperspectral Imaging

Hyperspectral imaging, also known as imaging spectroscopy, is an imaging technique used
to capture spectral information from a large number of spectral bands covering the same
spatial area at approximately the same time. A hyperspectral imager can be based on several
di�erent designs. Among these are using a prism, a grating, or a combination of both, in the
optical design to obtain spectral information, and further use the pushbroom or whiskbroom
technique to obtain the spectral information for the full targeted area. Another option is
to use a snapshot imager that captures the full hyperspectral cube at once using a sensor
with many layers to obtain information from the di�erent wavelengths at the same time
as capturing 2D spatial information. Using �lters is also an option, as seen in [19], or
using �lter wheels. One �lter for each band becomes impractical quite fast, however, when
moving from multispectral imaging with only a few spectral bands to hyperspectral imaging
with potentially hundreds of bands. Filters and �lter wheels are therefore more common in
multispectral designs.

The pushbroom and whiskbroom concepts, as well as some other techniques, are further
described in Section 2.2.1, while the data products obtained from hyperspectral imagers are
described in Section 2.2.2. The theory presented is mainly based on [2], [16] and [20].

2.2.1 Remote Sensing Techniques

As previously mentioned, di�erent techniques can be used to obtain the full hyperspectral
cube when using hyperspectral imagers in remote sensing. Two common pointing methods
are the pushbroom and whiskbroom scanning techniques, as illustrated in Figure 2.6 and
2.7, respectively.

The pushbroom technique is used when the imager is based on a design with the slit
mounted in cross-track direction. One line in the targeted area, representing only one spatial
direction, as spectral information is captured along the second axis, is captured at a time.
The next line with new spatial information is then captured as the platform moves, as seen
in Figure 2.6. These images are then stitched together to form a full spatial image, with
spectral information along the third axis in the hyperspectral cube. When whiskbroom
scanning is used, the slit is oriented in the along-track direction, and the scan happens in
cross-track direction as the platform moves along-track. This allows the swath width to be
decoupled from the velocity of the platform, but requires a more complex pointing system.
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In [21] it is mentioned that the pushbroom design is favourable for EO purposes, as higher
SNR may be achieved using the this technique compared to its whiskbroom counterpart.

Airborne platform

Image pixel
Simultaneously imaged

cross-track swath

Scan direction

Figure 2.6: The pushbroom scanning
technique. Based on illustration from [2].

Airborne platform

Image pixel

Simultaneously imaged
along-track swath

Scan
direction

Figure 2.7: The whiskbroom scanning
technique. Based on illustration from [2].

Other methods, such as the snapshot hyperspectral imager where the whole hyperspectral
cube is acquired at one exposure, can also be used. Since the snapshot imager obtains
the whole cube at every exposure, the only additional parameter needed is the exterior
orientation, giving room for less geometric instabilities [22]. Another method using line
�lters, which makes it more applicable to multispectral imaging, is proposed in [19]. The
imager has line �lters on the imaging sensor to obtain spectral information from di�erent
bands. This is used in combination with the pushbroom technique to obtain full spatial
images from all the bands used. This method can be hard to extend into hyperspectral
imaging, however, due to the limited number of �lters that can be �tted onto the sensor.

The imagers used in this report are based on the pushbroom design. Hyperspectral imagers
using the pushbroom technique o�er good enough SNR to be used in remote sensing, both in
airborne and orbiting platforms. However, as mentioned in [23], high quality spectroscopic
data is not necessarily easily obtained. The acquired spectrum may be distorted by artefacts
that makes it harder to identify both spectral and spatial features. The method, however,
requires a less complex pointing system than whiskbroom scanning, and the design of the
imagers is less complex than for snapshot hyperspectral imagers.
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2.2.2 Hyperspectral Data

When using the pushbroom technique, the data obtained is a series of frames sticthed
together to form a hyperspectral data cube. Each of these frames is a spectrogram, with
spatial information along the y-axis, representing the slit height, and spectral information
along the x-axis, as seen in Figure 2.8. The third axis of the cube represents spatial
information in the moving direction of the platform, as seen in Figure 2.9.

Figure 2.8: A spectrogram, with spectral
information along the x-axis and spatial
information in slit height direction along the
y-axis, showing response from looking at a
contiuous lightsource.

z x

y

Figure 2.9: Illustration of a hyperspectral cube,
with spectral information along the x-axis,
spatial information in slit height direction
along the y-axis, and spatial information in
the moving direction of the platform in the
z-axis.

After the hyperspectral cube has been formed, spatial frames, frames containing spatial
information in both directions, can be extracted for selected wavelengths. Combining three
such frames containing data from a red, a green and a blue wavelength, gives a familiar
spatial coloured RGB image.

Calibration and characterisation of the imagers will be performed on the spectrograms,
before they are stitched together to form the hyperspectral cube. A frame will therefore
further refer to a spectrogram, unless it is speci�ed as a spatial frame.
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2.3 Calibration

Calibration is in general performed to convert measured data into physical, and more
meaningful, units. This is done by comparing a known measurement, a standard, with a
measurement done by the instrument that is being calibrated. In this project, spectral and
radiometric calibration are performed on hyperspectral imagers. These calibration methods
are further explained in Section 2.3.1 and Section 2.3.2, respectively.

Instruments used in remote sensing should also be calibrated in-�ight or in-orbit, in addition
to laboratory calibration [15]. Only the latter is handled in this report.

Further, it is worth noting that radiometric calibration assumes that the information from
spectral calibration is known [15]. The spectral calibration must therefore be performed
before the radiometric calibration can take place [16].

2.3.1 Spectral Calibration

In spectral calibration, or wavelength calibration, the relationship between wavelength
and pixel position is determined. This can be achieved by using a monochromator that
produces monochromatic light at controllable wavelengths, so that the response at every
wavelength can be recorded. This method, however, is impractical, and also unnecessary,
as the spectral-spatial distortion often is a somewhat well-behaved function. [2] Instead, a
selection of light sources with known spectral peaks can be used to measure the response
at some wavelengths, giving enough information to derive an approximation for the
wavelength and pixel position relationship.

Spectral calibration can be performed using di�erent set-ups. Among these are calibration
using spectral lamps, a monochromator, or tunable laser technology. They all use known
emission lines, or gas cells using known absorption lines, for calibration [15]. The method
used in this report is calibration using spectral lamps. For this method, spectral lamps with
known spectral emissions are used together with a di�user, such as a di�use board or an
integrating sphere, to make sure the full FOV is uniformly �lled with light.

The data from spectral calibration can also be used to characterise the spectral resolution of
the system by �nding the spectral bandpass, as described in Section 2.5.1, or to investigate
the smile e�ect, described in Section 2.4. If there is a great amount of uncorrected smile in
the system, spectral calibration coe�cients should be found as a function of slit height.
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2.3.2 Radiometric Calibration

The throughput, the usable �ux at the sensor plane, depends on the input �ux and the
geometrical extent of the imaging system. It also depends on the quality and e�ciency of
the optical components used in the instrument [16]. Both the throughput and e�ciency
of the optical components can be calculated theoretically to �nd the total throughput
and e�ciency of the system. But for practical purposes it is more useful to calibrate the
instrument against a source of known intensity to obtain the number a digital counts, or
Digital Number (DN), registered by measuring the light emitted from a known reference
source, and thereby �nd the relationship between detected signal and actual radiance. This
is known as radiometric, or sensitivity, calibration.

The aim of radiometric calibration is to correctly convert the raw data from DN to radiance
or re�ectance, which are more physically meaningful units. This calibration can also remove
some of the deviations caused by the hyperspectral sensor itself, such as erroneous pixels
or dust in the system. If the radiometric calibration is performed in-�ight or in-orbit, it can
also make corrections for some of the atmospheric e�ects a�ecting the measurements [22].

The calibration factor for each pixel, or ratio between absolute units and counts, is given as

K =
L

C

[ mW
m2 sr nm counts

]
, (2.17)

where L is the radiance, depending on wavelength, in absolute units, and C is the
background corrected sensor counts of the radiometric source [24]. To obtain the
background corrected sensor counts, the dark current, b0, must be removed from the raw
image count. The dark current is the number of counts detected in the sensor when there is
no light, and may arise due to thermal emission from within the optics, or leakage current
in the photodetector, among others [25].

The goal of the radiometric calibration is therefore to determine the calibration coe�cient
K , and use the background corrected sensor counts to convert DN to the correct radiance
value at each pixel. It is important to determine the calibration coe�cent against an
absolute radiometric reference, as this conversion is critical for the radiometric accuracy
of the imager [25]. The dark current must either be characterised before the radiometric
calibration can take place, or be made a part of the radiometric calibration procedure.



18 2. BACKGROUND THEORY

Radiometric calibration can be divided into two categories: absolute radiometric calibration,
and relative radiometric calibration. This report focuses on the absolute radiometric
calibration, which uses a known source to convert from the sensor output to absolute
quantities. The relative radiometric calibration calibrates the imager by using observations
from the same imager at di�erent points in time, and comparing pixels to improve the image
quality and uniformity [15].

To perform radiometric calibration, an irradiance standard lamp-integrating sphere, a
standard detector-integrating sphere, a spectral radiometer-monochromatic parallel light,
or a standard detector-di�user, are among others equipment that can be used [15]. The
method used in this report uses the irradiance standard lamp-integrating sphere set-up,
which is explained further in Section 3.3. A di�use re�ective surface is also needed to make
sure that the full FOV of the instrument is illuminated uniformly.

The data from radiometric calibration can also be used to characterise the linearity of
the sensor response, and the stability of the response [15]. If the detector su�ers from
nonlinearities in the response, this nonlinearity should be characterised and corrected
before the radiometric calibration is performed [26]. Linear systems are, however, easier
to calibrate and characterise, as mentioned in [27], and are therefore preferable.

Traceability

Traceability is the possibility to trace the measurement back to a trustworthy reference of the
measured quantity. Spectral standard light sources might emit light at speci�c wavelengths
due to �xed physical principles. But radiance light sources need to be calibrated with respect
to primary standards before they can be used for radiometric calibration. Primary standards
are operated and provided by national meteorological institutes such as the National
Institute of Standards and Technology (NIST) [3]. A lamp certi�cate should therefore be
given as a part of the information about the lamp used for radiometric calibration.
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2.4 Smile and Keystone

Hyperspectral imaging instruments often su�er from spectral and spatial misregistrations.
These e�ects may appear due to aberrations and misalignments in the optical system, which
may distort the spectral signatures of the targeted object, and cause other nonphysical
spectral signatures to appear in the data. This may lead classi�cation algorithms to fail when
trying to classify di�erent objects, thus reducing the detection and classi�cation accuracy
of the algorithms. [23, 28] The quality of hyperspectral data also depends heavily on spatial
coregistration between bands. Even small coregistrations can lead to large errors in the
measured spectrogram [29]. In a practical optical design, perfect coregistration will not be
possible, however. Errors are introduced by aberrations, distortions, and di�raction, among
others [30]. These errors should be characterised, and if possible corrections should be made
to compensate for the e�ects they make.

There are several types of spectral and spatial misregistrations that may appear in a distorted
image. An illustration of the e�ects from some of these misregistrations can be seen in
Figure 2.10. In an ideal system, all the lines in the �gure should be straight and follow the
grid. The circles represent the PSF, which is described in Section 2.1.2. The shape and size
of the PSF may vary as a function of wavelength, but for each wavelength it should ideally
keep the same size and shape. The lettersB,G, andR, in the �gure represents short, middle
and long wavelengths within the spectral range, respectively.

As mentioned in [31], a typical spectral misregistration is smile, which is change in the
central wavelength in a spectral channel as a function of slit height. This can be observed
as a bent line in the spectrogram, and is illustrated by the blue circles on a curved vertical
line in Figure 2.10. Furthermore, a typical spatial misregistration is keystone, which is a
change in the position of the same spatial pixel in the scene as a function of wavelength.
This e�ect makes the spectrogram look a bit skewed, and can be seen in Figure 2.10 as
the three topmost circles being on a skewed horisontal line. Keystone can be caused by a
di�erence in slit magni�cation with wavelength [21]. In short terms, as described in [32],
smile is the curvature distortion of the spectral lines, while keystone is the distortion of the
focal plane rectangle into a trapezoid.

Figure 2.10 also shows two other e�ects. TheG column shows a variation of the width of the
circles, which shows that the PSF may vary with spatial location in the image. The bottom
row, on the other hand, shows an increasing height in the PSF as a function of wavelength.
This can be caused by di�raction, and can be hard to avoid in a di�raction based system.
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B G R

keystone

smile

Figure 2.10: Illustration of di�erent types of misregistrations that may occur in a pushbroom
hyperspectral imager. Inspired by illustration in [23].

The tolerance for all of these errors is at the level of a small fraction of a pixel; less than 2%
of a pixel for smile, and less than 5% of a pixel for the keystone e�ect are suggested in [27].

Ideally, all of the e�ects shown in Figure 2.10 should be characterised. This can be
accomplished by measuring the PSF. To measure the PSF along the slit to cover all spatial
positions for all wavelengths requires a most likely complex and dedicated set-up. An
example of such a set-up can be found in [29], where the Line Spread Functions (LSFs) are
measured in di�erent directions to reconstruct the PSF. The focus in this report, however,
is to detect mainly the smile and keystone distortions, while a set-up for measuring the PSF
will be a part of the future work of this project.

A metric for characterising coregistration errors, including smile and keystone, is proposed
in [30]. The metrics are essentially the integrated di�erence between the point spread
functions, and it is shown that these di�erences correspond to an upper bound of the error
in the image data. Using this metric, two commercial hyperspectral imagers were tested and
compared in [33]. This showed that characterising imagers using the proposed metric in [30]
made it possible to compare the performance of hyperspectral imagers more thoroughly,
giving better estimates on the di�erences between them. This metric will not be used in
this report, as the PSF will not be characterised, but it should be investigated further and
used after the PSF has been measured.
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2.4.1 Detection

There are several ways of detecting smile and keystone. Some methods detect only one of
the e�ects at the time, while other methods may detect them both simultaneously. The key
element for detecting smile is sharp spectral lines. These can be obtained using spectral
light sources such as the spectral lamps used in spectral calibration. For detecting keystone,
however, a sharp pattern in focus across the slit height is needed.

For remote sensing instruments, smile can be detected in-orbit by estimating the distortion
of atmospheric absorption lines in the spectrum [34].

Detection of Smile and Keystone Separately

Examples on how to measure smile and keystone separately can be found in [21]. To detect
smile, the slit was illuminated by spectral lamps at speci�c wavelengths and imaged on the
focal plane. A di�user was used to make sure that the illumination of the slit was uniform.
Simple calculations were then performed on the centre of each spectral curve in every line
of the spectrogram, and the the result plotted as trend lines. A straight line would mean
no smile, whereas a curved line would indicate smile, or similar distortions. Smile was
then de�ned as the deviation from straightness of the monochromatic image of the slit, and
measured as the maximum di�erence in the x-coordinate of the PSF centroid.

For measuring keystone in [21], a pinhole illuminated uniformly by a tungsten-halogen
lamp was imaged. The result was a spectrum forming a line along the spectral axis in the
spectrogram. The position of this bright line was then found for each spectral pixel, and
the tilt, deviating from a straight horisontal line, would give indication of the keystone in
the system. This was done for several positions of the pinhole along the slit height, and
interpolation was then used to �nd trends for various positions along the slit. Keystone is
often measured as an absolute length value, or as a fraction of a pixel in the image.

Detection of Smile and Keystone Simultaneously

However, in [32] it is stated that the smile and keystone e�ects should be detected and
corrected simultaneously, since the imager projects spectral information along one axis
of the sensor, and spatial information along the other axis at the same time. This can be
achieved using Geometric Control Points (GCPs). This method is based on creating and
�nding known control points in the image, and determine the smile and keystone e�ects
using these points. The GCPs are a function of the optical errors in the system, and must
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therefore be uniquely determined for each imager. This method further maps the distinct
points in the image to known reference points, as described in [20]. The distortion in the
original image determined by the GCPs can be described by a two-dimensional quadratic
polynomial distortion model, which is given as

x = a00 + a10xref + a01yref + a11xrefyref + a20x
2
ref + a02y

2
ref

y = b00 + b10xref + b01yref + b11xrefyref + b20x
2
ref + b02y

2
ref,

(2.18)

where x and y are the measured coordinates, xref and yref are the known reference
coordinates, and a and b the model coe�cients. This can be written in matrix form as

X = WA

Y = WB,
(2.19)

where W is an NxM matrix, with N being the polynomial degree, and M the number of
GCPs. X and Y are matrices the size of the image frame, holding the x- and y-coordinates,
respectively, while A and B are matrices holding the model coe�cients. Adding error terms
gives

X = WA + εx

Y = WB + εy,
(2.20)

where εx and εy are the error terms for x and y, respectively. The pseudo-inverse solution
is then found as

Â = (WTW)−1WTX

B̂ = (WTW)−1WTY.
(2.21)

The model coe�cients Â and B̂ are then, after they are found, used to describe the distortion
model which is used when making corrections for the e�ects. To estimate the smile and
keystone e�ects in [32], simple linear regression for keystone, and quadratic regression for
smile, was performed on the data from the centre of the sensor.

A di�erent method is presented in [34], where detection and correction of smile and
keystone were done using the Phase Correlation (PC) method. Only observed data was used,
unlike data from the lab in [32], which means that this method is suitable for post-launch
characterisation and correction. Two subpixel image registration methods, Normalised
Cross Correlation (NCC) and PC, were used to detect artefacts in the data, and the results
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compared. To estimate smile, a quadratic approximation was once again used, while a
linear approximation was again used for estimating the keystone e�ect. Spectral distortion
estimated by the NCC method was smaller than the true distortion in the image, while the
PC method was shown suitable for accurate and robust smile estimation. The PC method
was also used to estimate keystone, and the method validated by the disappearance of
keystone after correction.

Obtaining Data for Detection

The calibration facility for airborne imaging spectrometers, CHB at DLR, uses a collimator
set-up for geometric measurements, as described in [14] and [35]. For across-track
measurements, the slit is mounted tangentially on a wheel so that an illuminated line is
formed on the detector array by di�erent wavelengths. Measurements are then performed
by moving the line using a folding mirror. For along-track measurements the slit is mounted
radially on a wheel, and measurements are obtained by turning the slit wheel. This set-up
can also be used to �nd the LSF, among others, which may further be used to estimate the
PSF, as done in [29]. As mentioned previously, a full set-up for characterising the PSF is
outside the scope of this report. A smaller and simpli�ed version of this collimator set-up
is therefore proposed in this project, and is further described in Section 3.1.2.

In [32] an integrating sphere, mercury-argon and krypton calibration lamps, and thin
vertical lines printed on a transparent �lm with 1 mm distance apart were used to create a
spectrogram with detectable GCPs. The spectral calibration lamps were used together with
the integrating sphere to generate known spectral lines across the full spatial length of the
imager slit. The vertical lines were then placed between the imager and the integrating
sphere so that the known interference pattern was imaged. The resulting spectrogram was
then used to determine the GCPs. To minimise random noise, 36 images was aqcuired and
averaged before further analysis.

2.4.2 Correction

Corrections can be made in hardware by changing to higher quality lenses with less
distortions, making the whole imaging system better aligned, or by making other
improvements to the design. These methods work for larger errors, but when the errors
get smaller, making the corrections in hardware gets more di�cult. Developing a perfect
imaging system is by no means practical, and some distortions will most likely always be
present. In [31], resampling, thus making the corrections in software, is proposed as an
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alternative method to correcting keystone in hardware. For high-resolution sensors it was
found that better corrections could be made using resampling than what was possible by
making the correcting in hardware. Using resampling for making corrections for the smile
e�ect was also suggested.

When using the GCP method as described in [32], the model coe�cients Â and B̂, once
found, can be used in Equation 2.19 to transform the coordinates in the reference image
into non-integer coordinates in the measured image frame. Resampling can then be used
to interpolate between the integer pixel locations in the measured frame to obtain the
measured values for the new non-integer measured frame coordinates. The corrected image
is then created by �lling in the value at each reference location with the value from the
corresponding measured coordinates. By using this "reverse" technique, overlapping pixels
and holes are prevented. Using this method allows correction for smile and keystone to
be done simultaneously. A cubic regression was found to produce the best �t without
over�tting the data. After the correction had been applied, the mean errors were all
signi�cantly reduced, with better results towards the centre of the detector. Errors were
found to increase signi�cantly below 420 nm and above 840 nm.

In [34], cubic spline interpolation was used to correct the artefacts, due to its good trade-o�
between smoothness and shape preservation, as described in [36].

2.4.3 Requirements

Past studies have shown that high sensor accuracy is important when obtaining data, if it is
to be useful for scienti�c research [34]. A spectral uncertainty of less than 1% of Full Width
at Half-Maximum (FWHM) throughput of the spectral response function is found necessary
in [37], and a maximum spatial misregistration of 5% of the pixel size is found in [23]. In
[27] less than 2% of a pixel for the smile e�ect, and less than 5 % of a pixel for the keystone
e�ect is suggested. For remote sensing systems these properties may change after launch,
which makes in-�ight or in-orbit correction of these e�ects an important issue that should
be handled for these systems [28].



2.5. OTHER EFFECTS 25

2.5 Other E�ects

In addition to smile and keystone in the system, there are several other e�ects and system
parameters that can, and should, be characterised. A number of possible characteristics of
the hyperspectral imager are mentioned in [25], while a set of e�ects especially important
for ocean colour sensor are presented in [13]. Among these are characterisation of e�ects
such as polarisation sensitivity, stray light, temperature dependence, noise and so on, as
well as system parameters such as spectral range, spectral bandpass, linearity of the sensor
response, signal-to-noise ratio, the dynamic range and an instrument model.

This section gives a further description of the spectral bandpass, linearity of the sensor
response, signal-to-noise ratio, polarisation sensitivity, stray light, and temperature
dependency. Only the spectral bandpass and the linearity of the sensor response are
characterised in this report, but the other e�ects mentioned in this section should be also
characterised in the near future, together with the PSF described in Section 2.1.2.

2.5.1 Spectral Bandpass

The spectral bandpass, BP , is de�ned as the recorded FWHM of a monochromatic spectral
line, and is a measure of the instruments ability to separate adjacent spectral lines in the
spectrogram [16]. An illustration of the FWHM for a well aligned and a more realistic
instrument can be seen in Figure 2.11.

λ0

Bmax
2

B

λ

Real monochromatic line
Well aligned instrument
Real instrument

FWHM

Figure 2.11: Illustration of bandpass, Full Width at Half Maximum (FWHM), for a well aligned
and a real instrument. Based on illustration from [16].
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The spectral bandpass, or wavelength spread across the sensor, can be calculated as

BP = FWHM ≈ dλ

dx
× w′

[
nm

]
, (2.22)

where dλ/dx is the linear dispersion describing the change in incremented wavelength per
sensor distance, and w′ the exit slit width. BP can also be expressed using the entrance slit
width, as

BP =
a cosα

nf2
× w

[
nm

]
, (2.23)

where w is the entrance slit width, a the distance between the grooves in the grating, α the
angle of the incident wave, n the spectral order, and f2 the collimator focal length. [16]

In [27] it is stated that a spectral bandpass of 10 to 20 nm should be su�cient to record
the spectral absorption and scattering characteristics of the range of materials found on the
Earth’s surface, for remote sensing instruments. In [13] it is suggested that FWHM should
be known with an accuracy of about 0.5 nm.

2.5.2 Linearity of Sensor Response

The linearity of the sensor response is normally good in the relevant types of photodetectors
used in hyperspectral imagers [25]. The linearity should, however, be measured, to make
sure that no signi�cant nonlinearities in the sensor response are present. If the uncertainties
in the measurements are larger than the nonlinearity of the sensor response, a linear relation
can be used between the sensor count and actual radiance in the radiometric calibration
[13]. If not, the nonlinearities in the sensor response must be characterised and then further
handled during the calibration.

2.5.3 Signal-to-Noise Ratio

The SNR of the imager can be calculated using the noise of a single detector element when
viewing a constant light source, and must be determined for each spectral band used. If
possible, the SNR should also be determined at various light levels within the dynamic range.
This is often done at the same time as characterising the dynamic range, as the same data
can be used for both characteristics. [13]
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2.5.4 Polarisation Sensitivity

Polarisation e�ects is an unwanted feature, but most instruments will display some
sensitivity to the polarisation state of the radiance they observe [38]. The sensitivity may
be introduced by various optical e�ects, such as metallic di�raction gratings, and will only
a�ect the image if the incoming light has a signi�cant degree of polarisation [25]. It may
therefore not occur at all times, and is thus not removed by the various calibrations, which
only remove static e�ects [39]. Even though the errors induced by polarisation sensitivity
are small, the e�ects are still evident when testing atmospheric correction algorithms with
polarisation present in the radiance observed [38].

Characterising the polarisation sensitivity of imaging systems used in remote sensing is
especially important when observing ocean colour, as the light is both scattered, absorbed,
re�ected, and refracted when travelling through the atmosphere, interacting with the ocean
surface and below, and up through the atmosphere again before reaching the imaging
sensor, making the light observed on top of the atmosphere highly polarised in certain
directions [40]. Both the radiance and polarisation also varies with wavelength, making
it necessary to characterise the sensitivity of the full spectral range of the imager. The
polarisation sensitivity may be reduced to a sensitivity level down to below 0.5% by using
a polarisation scrambler [13]. Higher levels of polarisation sensitivity may be removed by
�rstly characterising the sensitivity of the instrument, and then estimating the polarisation
of the incoming radiance. Corrections for the assumed polarisation present can then be
made, as done in [38]. The characterisation accuracy should be of about 0.2% [13].

In [38] it is mentioned that only three elements are needed to study the e�ect of polarisation
sensitivity of an instrument, which can be found by illuminating the instrument with
linearly polarised light in three di�erent ways. The polarisation properties of the observed
radiance on top of the atmosphere is mainly determined by Rayleigh scattering, and also
aerosol scattering for higher wavelengths such as 700 to 800 nm. This can be used in
combination with atmospheric models to perform polarisation correction in conjunction
with atmospheric corrections. A method for characterising polarisation sensitivity using a
polarisation spectral assembly that produces linearly polarised light, containing an Ahrens
prism and a collimating mirror, is presented in [39]. Another method presented in [13] uses
an integrating sphere with a low degree of polarisation together with a linear polariser sheet
with known polarisation characteristics that is placed between the sphere and the imager.
The polariser sheet is then rotated at least 180°, but preferably 360° to con�rm the results,
and measured at intervals of about 15° to obtain the sensitivity measurements.
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2.5.5 Stray Light

Stray light may be de�ned broadly as all the light that deviates from the ideal optical path
in the optical system, and will mainly become a problem for the imaging sensor when
it makes light reach the wrong detector element [13]. There may be several di�erent
sources causing stray light. Light that originate from outside of the sensor’s FOV, called
out-of-�eld stray light, is one of the major sources. Stray light may further be separated
into two classes: random and directional. Random stray light is typically due to scatter from
di�erent components within the system itself, such as mirrors or screws, and will be directly
proportional to the �ux density. Directional stray light, on the other hand, can result in more
distinct errors, such as incorrect illumination due to over�lled optics, re-entry spectra of
unwanted orders or stray light due to periodic machine ruling errors. [16]

The occurence of stray light within an instrument is a well-known problem in remote
sensing instruments, as mentioned in [18], and typically arises when the instrument
measures a source quite di�erent from the calibration source. For example, large radiometric
bias error may occur when looking at high contrast scenes, such as bright clouds over
dark oceans, in earth observation. When observing ocean colour, analysing how the dark
regions are a�ected by stray light is especially important, and an essential criterion is to
�nd how many pixels away from a bright region the stray light a�ects the dark region, as
this determines the masking needed around clouds when processing ocean colour data [13].

Stray light is a natural part of any imaging system, and should therefore be characterised
so that corrections can be made to reduce the stray light in the system. In general, stray
light characterisation involves measuring high contrast scenes from a dark to a bright
zone, or visa versa [13]. A simple method to correct both spectral and spatial stray light
using correction matrices is presented in [18]. The spectral stray light correction is based
on characterisation of the instrument’s system-level stray light response by obtaining the
Spectral Line Spread Function (SLFS). The SLFS is then divided by the total de�ned in-band
signal, and the relative fractional amount of radiation incident on pixel j, that is scattered
onto other elements in the detector array, is obtained by setting the pixels within the de�ned
in-band area to zero. The relative fractional scattering function found is named the Stray
Light Distribution Function (SDF), which is obtained for all wavelengths to form an SDF
matrix, which then is further used for the spectral stray light correction. For correction of
spatial stray light, a set of PSFs must be characterised. Each PSF is then used to derive an
SDF, which in the spatial case is the ratio of stray light signal to the total signal within the
�eld of the resolving power of the instrument. Interpolation is used between the SDFs to
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form the SDF matrix, which then is used to correct the spatial stray light in the system.
With accurate laboratory system-level characterisation prior to launch, these corrections
can signi�cantly reduce the out-of-band systematic errors, as well as errors arising from
bright targets in a scene, in remote sensing instruments. [18]

A di�erent method of stray light characterisation is presented in [41]. The PSF, also called
the Glare Spread Function (GSF), can again be found by using a point light source in dark
surroundings, and capture a huge set of data with the light shining into the camera from
di�erent directions. Another approach is described in [42], where the instrument looks into
an integrating sphere with a light trap at the end. This is described as the single integrating
sphere method, and accounts for light from both inside and outside FOV over the whole
range of incident angles. Di�erent positions of the light trap is then measured sequentially.
This method represents objects at in�nite distance. It is also mentioned in [41] that the best
way to correct for �are is to minimise it by using the right materials, surface treatment and
orientation, and production processes in the lens production.

Stray light should be characterised with an accuracy of 0.5%, and the stray light e�ects after
correction should be less than half of that amount, according to [13].

2.5.6 Temperature Dependence

The temperature dependence of the system must be characterised prior to operation for
the expected temperature range of the environment. Most detectors are highly sensitive
to temperature variations, both in o�set and gain, and mechanical structures may deform
with temperature, introducing geometrical impact on the measurements. This makes
investigation of temperature dependence especially important for satellite instruments,
as these may experience great temperature �uctuations in-orbit due to both a yearly
temperature cycle a�ected by the Sun-Earth distance, and a cycle driven by the temperature
increase when receiving direct sunlight versus temperature decrease when positioned in the
Earth’s shadow. [13]

Characterisation of the temperature dependence can be accomplished using thermal
vacuum chambers, where the whole instrument is at thermal equilibrium. This approach
does, however, not capture the temperature gradients that will be experience in-orbit. A
more accurate approach to reduce the sensitivity to temperature variations is by maintaining
temperature control of the focal plane and the readout system during operation. [13]





3 | Methods
This chapter describes the di�erent calibration and characterisation set-ups and procedures,
and gives detailed information about the equipment used.

As mentioned in the previous chapters, calibration and characterisation are distinguished
by their goals. Calibration identi�es parameters holding metadata, such as the pixel to
wavelength relationship in spectral calibration, and sensor count to radiance in radiometric
calibration. It uses known sources for comparison, and the results are used to convert raw
sensor data into physically absolute units. The characterisation identi�es sensor parameters
describing the capabilities of the system itself. It identi�es characteristics, such as the
spectral bandpass, and other features in the system. The results from the characterisation
can also be used to identify distortions, such as smile and keystone, in the system.

There is assumed no atmospheric attenuation during the laboratory calibration and
characterisation procedures. The distance between imager and light source is small, and
there should therefore be close to no e�ect on the results when calibrating in the lab.
Should the distance increase however, such as for in-�ight or in-orbit calibration, handling
atmospheric e�ect must be a part of the procedure.

3.1 Equipment

For both radiometric and spectral calibration, a 30 cm integrating sphere (Model ISS-30-VA,
Gigahertz Optik), with 10 cm output port, was used as a spatially uniform target. For
radiometric calibration, the installed integrating sphere tungsten halogen lamp was used as
light source. The lamp certi�cate can be found in Appendix B, with the reference radiance
mapped with 10 nm resolution. The interpolated reference radiance can be seen in Figure
3.1. For spectral calibration, spectral calibration lamps were inserted through an inlet in
the sphere. Argon, krypton, xenon and mercury-argon calibration lamps (Newport Models
6030, 6031, 6033 and 6035, respectively) were used with a Newport 6044 AC power supply to
provide calibration wavelengths from 400 to 900 nm. The emission lines with wavelength
values of the lamps can be found in [43].

31
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Figure 3.1: Reference radiance for the targeted spectral range, interpolated using cubic
interpolation, for the integrating sphere tungsten halogen lamp source (ISS-30-VA).

3.1.1 HSI V4 and HSI V6

There are two hyperspectral imagers used in this report, the HSI V4 [44] and the HSI V6
[45], which can be seen in Figure 3.2 and 3.3, respectively.

Figure 3.2: Image of the HSI V4. Figure 3.3: Image of the HSI V6.

The imagers were both developed by Fred Sigernes at UNIS, with the HSI V6 being the most
recent version of the two. The speci�cations of the imagers can be seen in Table 3.1. They are
both based on the same optical design, and uses camera heads from Imaging Development
Systems (IDS), but they have di�erent lenses and speci�cations. A general optical diagram
for both imagers can be seen in Figure 3.4.
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Table 3.1: Speci�cations of the HSI V4 and HSI V6.

Part HSI V4 HSI V6
Camera head UI-3360CP-NIR-GL R2 UI-3060CP-M-GL R2
Image size (1088, 2048) (1542, 2056)
Spectral range 297.5 - 1005.5 nm 400 - 800 nm
FWHM 1.4 nm Approx. 3.3 nm
Grating 600 grooves/mm 300 grooves/mm

transmission grating transmission grating
Slit height 3 mm 3 mm
Slit width 25 µm 50 µm
Slit height magni�cation 1.28 None

S

Source

L1

Entrance slit

S1 S2

L2 G
L3 Sensor

Figure 3.4: Optical diagram of HSI V4 and V6. S is area of the light source, S1 area of the source
image, and S2 area of the entrance slit. L1, L2 and L3 are the lenses in the system, and G the
transmission grating.

3.1.2 Collimator Set-up

A collimator set-up was designed to allow a pattern for detecting keystone to be in focus on
short distances when the HSI is focused to in�nity. The design was made since the imagers
used in this report both are focused at in�nity, as they will further be used in remote sensing
applications.

The set-up consists of a collimator lens and a striped pattern, and is meant to be used
together with spectral light sources to obtain data for both smile and keystone correction.
The lens objective used as the collimator lens is a Zeiss Makro-Planar 100 mm f/2 lens
with Nikon camera bayonet mount. A 3D printed lens cap was then made with a striped
pattern on the top of the cap at a distance corresponding to the back focal length of the lens.
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This allows the pattern to be seen as it is in in�nity when looking through the front of the
collimator lens. The pattern is in other words collimated when viewed from the front. The
HSI was then placed right in front of the lens, and the pattern illuminated from behind. The
set-up can be seen in Figure 3.5, and the striped pattern is shown in Figure 3.6.

Figure 3.5: The collimator set-up consisting of
a Zeiss Makro-Planar 100 mm f/2 lens, and a
3D printed lens cap with top pattern.

Figure 3.6: The 3D printed pattern, imaged
using a Sony α57.

3.2 Spectral Calibration

Spectral calibration was performed as described in Appendix A.1, for both imagers. The
gain was kept at zero (no gain) and the binning at one (no binning) at all times. The full
Area Of Interest (AOI) was calibrated. Each dataset contained at least 20 images in the form
of spectrograms.

The wavelength pixel relation is assumed to be a second order polynomial �t

λ ≈ a0 + a1 · p+ a2 · p2, (3.1)

where λ is the wavelength in nanometres and p the spectral pixel index. The result after the
data is analysed is the constants a0, a1 and a2 [16].

To calculate the calibration coe�cients, the observed peaks were compared to the reference
peaks for the belonging spectral light source. The reference peaks used were chosen among
the useful wavelengths for the calibration lamps, given in [43]. The selected peaks for the
argon and mercury-argon lamps can be seen in Table 3.2. In the analysis, only data from the
argon and mercury-argon lamps were used, but the method can be extended to include data
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from the other lamps as well. Argon and mercury-argon lines were chosen as they cover
the full usable wavelength range of the imagers.

Table 3.2: Chosen reference peaks for argon and mercury-argon used in spectral calibration.

Lamp Wavelength [nm] Lamp Wavelength [nm]
Hg(Ar) 404.66 Ar 751.46
Hg(Ar) 435.84 Ar 763.51
Hg(Ar) 546.07 Ar 772.38
Hg(Ar) 576.96 Ar 794.82
Ar 696.54 Ar 811.53
Ar 706.72 Ar 826.45
Ar 727.29 Ar 842.46
Ar 738.4

The analysis starts by analysing the data from the mercury-argon lamp, and compare
the peaks in the centre horizontal line in the spectrogram to the reference peaks for
mercury-argon, found in Table 3.2. The centre horizontal line is used to avoid the smile
e�ect. A polynomial �t is then found, and the procedure repeated for all spectrograms
containing mercury-argon peaks. The average �t coe�cients are then used in the further
analysis. Next, the argon data is introduced. Again, the spectrum from the centre horizontal
line in the spectrogram is compared with the reference peaks, and the result is used to
improve the polynomial �t coe�cients found from the mercury-argon data. This is repeated
for all argon spectrograms collected, and the average coe�cients for the �nal �t are the
result of the analysis. These polynomial �t coe�cients correspond to the �nal calibration
coe�cients a0, a1 and a2.

3.3 Radiometric Calibration

Radiometric calibration was performed as described in Appendix A.2, for both imagers.
The gain was kept at zero (no gain) and the binning at one (no binning) at all times, and
the full AOI was calibrated. As mentioned in Section 2.3.2, the calibration factor for each
pixel K is given by Equation 2.17. The dark current, b0, must either be characterised before
the radiometric calibration, or be made a part of the radiometric calibration procedure. In
this project, it was made a part of the calibration procedure. The radiometric calibration
therefore consists of two steps: �nding the dark current, b0, and further �nding the
calibration coe�cient, K , to obtain the full relation between sensor counts and radiance.
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As described in Section 2.3.2, data from radiometric calibration can also be used to
characterise the linearity of the sensor response, which is further investigated in 3.4.3.
As mentioned in [26], any nonlinearities should be characterised before the radiometric
calibration takes place. During radiometric calibration of the HSI V4, a greater data set was
therefore collected for investigation of this e�ect. If the sensor response is nonlinear and
this is not characterised, the radiometric calibration is only valid for the same settings as
the settings used for the calibration data collected.

Dark Current Data
To estimate the dark current, the average dark current value in the whole frame was
calculated, and the average value for all the frames collected was further used as the single
value dark current estimate. A single value estimate was chosen over a full matrix estimate,
as a uniform dark current distribution was assumed.

Radiometric Calibration Data
The calibration coe�cientK for each pixel was found for all pixels in the image at the same
time, resulting in a calibration coe�cient matrix K the size of the frame. The background
corrected sensor counts of all pixels in the image, C, was found by subtracting the dark
current value from all pixels in the observed frame. C was then divided by the exposure
time to obtain a calibration coe�cient directly applicable to data captured at di�erent
exposure times, assuming a linear sensor response. The reference data, sampled at only
10 nm resolution, was interpolated using cubic spline interpolation, and further expanded
into a matrix the same size as the spectrogram by repeating the reference data varying with
wavelength for every slit height position. The calibration coe�cients were then calculated
using Equation 2.17 for the full frame

Ks =
L

Cper s

[ mW s
m2 sr nm counts

]
. (3.2)

The coe�cients were calculated for all spectrograms collected, and an average coe�cient
matrix was used as the �nal radiometric calibration coe�cient matrix.
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3.4 Characterisation

The characterisation of hyperspectral imagers includes analysis of many di�erent e�ects
and system parameters. The main focus of the characterisation part in this report is
determining the smile and keystone e�ects, as described in Section 2.4 Other e�ects
characterised in this report are the spectral bandpass, and the linearity of the sensor
response, which are described in Section 2.5.1 and Section 2.5.2, respectively. The methods
used to investigate these e�ects are described in Section 3.4.2 and Section 3.4.3, while Section
3.4.1 is dedicated to the characterisation of smile and keystone.

3.4.1 Smile and Keystone

The method used for detecting and correcting the smile and keystone e�ects in the imagers
is based on the method presented in [32], which is described in Section 2.4. The method uses
GCPs, and allows both smile and keystone to be corrected simultaneously. Without GCP
correction, individual calibration should be done to every pixel of the FPA due to possible
nonlinearities across the FPA. Using GCPs to correct the image therefore greatly reduces
the complexity of the overall calibration procedure [32].

The �rst step was to create a spectrogram with distinguishable points in it, to be able to
identify the coordinates of the created points. In [32], spectral calibration lamps were used
to create spectral lines, and thin vertical lines printed on transparent �lm were placed in
front of the entrance slit to create a known interference pattern along the detector. The
intersection points of these lines were used as the GCPs. The same idea was used for
the characterisation done in this report. Spectral calibration lamps were used to create
spectral lines in the image, while the pattern shown in Figure 3.6 was used together with the
collimator set-up described in Section 3.1.2 to create sharp lines in the across-slit direction
of the imager, focused in in�nity. The intersection points created by these lines were then
further used as the GCPs.

Data for smile and keystone detection in the HSI V4 was collected as described in Appendix
A.3, except maximum aperture on the collimator lens was used instead of as small aperture
as possible while still covering the full FOV of the imager, as described in the procedure. The
HSI was placed so that it looked into the centre of the collimator lens, as seen in Figure 3.7,
to image the most narrow slits shown in Figure 3.6, which were illuminated from the other
side by spectral calibration lamps. Data was collected using both argon, krypton, xenon,
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and mercury-argon spectral lamps, that were used together with the integrating sphere to
ensure uniform illumination. At least 30 images were collected for each spectral lamp, to
minimise random noise by averaging later in the analysis.

Figure 3.7: The collimator set-up with the HSI V4 in the lab. The HSI V4 looks into the centre of
the collimator lens, and the whole set-up points towards the integrating sphere outlet.

After data was acquired, it was analysed using the methods found in [32]. The main idea is
based on using known ground control points, made up by the intersection points between
the spectral lines in the spectrogram made by the spectral lamps, and lines in the spatial
direction made by the striped pattern. The placement of these points is detected to create
a distortion model, and to estimate the smile and keystone e�ects. Since the true location
of the ground control points are known, a reference grid containing the true locations is
made. The distortion model is then used to �nd the coordinates in the measured frame for
all the coordinates in the reference grid, and values from the measured frame are �lled into
the reference grid, thus creating the corrected frame.

The location of the GCPs were detected by �rst locating the peak of the spectral lines for
all slit heights, then further detecting every dip in the spectral lines created by the striped
pattern. The points were then evaluated as good or bad points based on number of points
in their line, and distance from expected position when comparing spectral and spatial
position with other points on the same spectral or spatial line. Limits were set, and bad
points removed from the list of usable GCPs.
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Estimation of the smile e�ect was done by using all of the GCPs found in each spectral line
and make a second order polynomial �t to each line. The curve of each line was then be
plotted, and the curve would indicate the amount of smile in the system. In [21] smile was
de�ned as the deviation from straightness in the spectral line, measured as the maximum
di�erence in spectral direction of the centre of the line. The same measure was used to
quantify the smile e�ect in this project. Keystone in the system was estimated by making a
linear �t of the position of all the GCPs in each spatial line. The keystone e�ect was then
quanti�ed as the number of pixels shifted from �rst to last pixel in the spatial direction.

When quantifying the smile and keystone e�ects, only the GCPs giving smile and keystone
values within the average value plus/minus the standard deviation were kept as good points.
Any points outside these requirements were removed from the GCP list and no longer used.
New averages estimating the smile and keystone e�ects were then calculated and used as
quantitative values.

To make a suitable reference grid, the GCPs in the centre of the spectrogram were used,
as these were assumed to have the least amount of distortions. All GCPs in the spectral
line closest to the centre were used to �nd the reference positions for the striped pattern,
while the GCPs in the spatial line closest to the centre were used to get the positions of the
reference points in the spectral direction.

After the reference points were found, they were used together with the GCPs to �nd the
model coe�cients Â and B̂ in the distortion model, using Equation 2.21. The coordinates
for the reference points in the measured frame were then calculated using the model
coe�cients and the reference coordinates in Equation 2.19, resulting in new non-integer
coordinates. Interpolation was therefore used to obtain the measured values for these
non-integer positions, and the values were then mapped to the new reference frame to create
the corrected image. To speed up the mapping process, the coordinate transformation was
done using sparse matrices, as described in [46].

3.4.2 Spectral Bandpass

The bandpass was calculated using data from the spectral calibration. The bandpass was
found for one peak at the time. The maximum intensity of the peak was �rst detected
using the function find_peaks(), and the width of the peaks found using the function
peak_widths(), both from the Python scipy.signal package. The pixel indices
of the start and end of the peak width was found and converted to wavelength values,
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using the spectral calibration coe�cients, to �nd the full width in nanometres. This was
repeated for every peak detected in about 30 frames with argon peaks and 30 frames with
mercury-argon peaks for each of the imagers. The values were then averaged to give an
estimate of the spectral bandpass. The average value for the 546.07 nm mercury-argon line
was also estimated, as this wavelength is close to the designed centre wavelength of the
system, which is at about 553 nm for the HSI V4 [44], and is therefore expected to be sharp
with low FWHM.

3.4.3 Sensor Response

As mentioned in Section 3.3, a greater data set, using a prede�ned set of di�erent exposure
times, was collected during data collection for radiometric calibration of the HSI V4. This
data was further used to investigate the linearity of the sensor response. The relation of
dark current values as a function of exposure time was also investigated.

Dark Current

The average dark current response in the middle line of the spectrograms captured at
di�erent exposure times were analysed and compared. The average dark current value in
each middle line was also calculated, together with the standard deviation of this value,
and a linear �t found to describe the relationship between average dark current count and
exposure time.

Radiometric

When investigating the radiometric response as a function of exposure time, the middle line
of the spectrogram was again used. The average middle line response at di�erent exposure
times was calculated, and compared. The average middle line response divided by exposure
time was also calculated and compared, to show the detected response per ms.
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As mentioned in [32], results from analysing hyperspectral data are often hard to present
due to the size and complexity of the hyperspectral data cube. Some results are therefore
presented using graphs, others displayed as images.

The �rst goal of this project was to set up spectral and radiometric calibration procedures,
and calibrate hyperspectral imagers using the exisiting equipment at NTNU. Both spectral
and radiometric calibration procedures were designed, and can be found in Appendix A.
The calibrations where then performed on the HSI V4 and HSI V6. Results from the spectral
and radiometric calibration for both imagers are described in Section 4.1 and Section 4.2,
respectively.

The second goal was to investigate a method for detecting smile and keystone e�ects in the
system, and further make corrections for these e�ects. A method detecting and correcting
both smile and keystone simultaneously, using ground control points, was found in [32].
A set-up consisting of a collimator lens and a striped pattern was designed to create a
spectrogram with identi�able ground control points, and the algorithms presented in [32]
were then implemented. The smile and keystone correction was done using data from the
HSI V4, and the results are presented in Section 4.3.1.

Further, it was found that the data collected during spectral and radiometric calibration
could be used to characterise other e�ects in the system, such as spectral bandpass, the
dynamic range, and linearity of the sensor response, among others. Spectral bandpass was
estimated in this report, and the result can be found in Section 4.3.2. The linearity of the
sensor response was also investigated, and the results presented in Section 4.3.3.

Both the HSI V4 and HSI V6 has a slit height of 3 mm, while the optical design allows
for a longer slit. This results in a dark area in the upper and lower part of the captured
spectrograms. The frames shown in this chapter are therefore cropped. Images from the
HSI V4 show pixel 220 to 780 on the y-axis, while for the images from the HSI V6 the pixel
range 405 to 1280 was used.
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4.1 Spectral Calibration

The results of the spectral calibration are the coe�cients from the polynomial �t, as
mentioned in Section 3.2. For simplicity, and to avoid the smile e�ect as the spectral
calibration was done separately from the smile and keystone corrections, only the middle
line in each image was used to calculate the coe�cients. Coe�cients for several images
were then calculated, and the average values used as the �nal coe�cients. The spectral
calibration coe�cients found for the HSI V4 and the HSI V6, together with the calculated
spectral range, can be seen in Table 4.1.

Table 4.1: Spectral calibration results for both imagers, the polynomial �t coe�cients, given as
the mean values ± standard deviation.

Imager Polynomial �t coe�cients Spectral range
a0 = 299.3 ± 2.03

HSI V4 a1 = 0.3295 ± 6.55 · 10−3 299.3 - 1015.0 nm
a2 = 9.7217 · 10−6 ± 4.82 · 10−6

a0 = 377.8 ± 0.019

HSI V6 a1 = 0.2300 ± 8.46 · 10−5 377.8 - 851.2 nm
a2 = 3.778 · 10−7 ± 4.98 · 10−8

As spectral calibration maps from spectral pixel to wavelength, the result when applied to
the spectrogram is a change in the spectral axis. The axis after spectral calibration can be
seen in Figure 4.7, together with the peaks observed and used for spectral calibration of the
HSI V4. The spectral calibration coe�cients are applied using Equation 3.1.

The imager speci�cations in Table 3.1 shows an expected spectral range of 297.5 to 1005.5
nm for the HSI V4, and 400 to 800 nm for the HSI V6. The results from the spectral calibration
indicates a spectral range of about 300 to 1015 nm for the HSI V4, which is quite close to
the speci�ed range. For the HSI V6, the spectral range is a bit greater than the speci�cation,
reaching wavelengths exceeding both the lower and upper range. The calculated spectral
range covers the full spectral axis. The true spectral range are shorter, however, as it is
limited by an anti-re�ection coating that blocks light below 400 nm and by second order
e�ects that may appear above 800 nm, for both imagers.
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4.2 Radiometric Calibration

The radiometric calibration was performed on both the HSI V4 and the HSI V6, as described
in Section 3.3. First, the average dark current in the imagers was estimated, then the
radiometric coe�cients were calculated. A more thorough analysis of both the dark current
and the radiometric sensor response as a function of exposure time is presented in 4.3.3.

4.2.1 Dark Current

For the dark current analysis, a small number of counts varying for each pixel was expected.
The count could also vary for each pixel between di�erent exposures. The average dark
current value for both imagers are shown in Table 4.2. The average value is found by �rst
�nding the average dark current in every pixel in the whole frame, and then average of this
value for about 30 frames for each imager. It can be seen that both imagers has an estimated
dark current of about 7-8 counts. While the HSI V4 has a slightly lower count, it has also
greater variance in the measurements.

Table 4.2: Estimated values for dark current, given as mean ± standard deviation.

HSI Settings Average counts
V4 fps = 20, gain = 0, exp = 20 7.289 ± 0.7630

V6 fps = 5, gain = 0, exp = 10 8.368 ± 4.389 · 10−3

An example of dark current count values in the middle line of the spectrogram can be seen
in Figure 4.1 and Figure 4.2, for the HSI V4 and HSI V6, respectively. It can be seen that the
dark current values greatly varies in the HSI V4, while the counts in the HSI V6 is centred
around the average count. An example of the distribution of dark current counts in the
whole spectrogram can be seen in Figure 4.3 for the HSI V4 and in Figure 4.4 for the HSI
V6. By comparing these images, it can be seen that the dark current is more uniform in the
HSI V6, while traces of patterns are apparent for the HSI V4.

An average frame, holding the average dark current count for each pixel, can be seen in
Figure 4.5 and Figure 4.6, for the HSI V4 and HSI V6, respectively. The average dark current
values are clearly more uniform for the HSI V6. Using a single dark current value as the dark
current estimate in the radiometric calibration should therefore be no problem for the HSI
V6. For the HSI V4, however, it can be seen that the middle spectral pixels in general hold
higher dark current counts, while the higher spectral pixels hold quite low values. Using a
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single value estimate for this case will not be as accurate, and a full matrix holding a dark
current estimate for each individual pixel should be considered. This was not discovered
until after the radiometric calibration of the HSI V6, however. The HSI V4, calibrated using
the same procedure, was therefore calibrated using a single dark current value estimate as
well. This should be improved in future calculations.

Figure 4.1: Example of dark current values
and distribution in the middle horizontal line
of the spectrogram, HSI V4.

Figure 4.2: Example of dark current values
and distribution in the middle horizontal line
of the spectrogram, HSI V6.

Figure 4.3: Example of dark current values
and distribution within a frame, HSI V4.

Figure 4.4: Example of dark current values
and distribution within a frame, HSI V6.

Figure 4.5: Average dark current values and
distribution within a frame, HSI V4.

Figure 4.6: Average dark current values and
distribution within a frame, HSI V6.
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4.2.2 Radiometric

The result of the radiometric calibration of the imagers is the calibration coe�cient matrix,
Ks, calculated using Equation 3.2. Ks is the same size as the belonging spectrogram,
containing a calibration coe�cient for each pixel in the frame, and can therefore be applied
on the whole frame using

L = Ks ·Cper s

[ mW
m2 sr nm

]
, (4.1)

to obtain a calibrated spectrogram with values in radiance instead of background corrected
sensor counts per second.

Figure 4.7 shows the argon and mercury-argon peaks used for spectral calibration, the
measured radiance from radiometric calibration, and the reference spectrum from the
tungsten halogen lamp in the integrating sphere. The observed data is measured in counts,
while the reference data is used to convert from counts to spectral radiance.

Figure 4.7: The observed argon andmercury-argon peaks from spectral calibration, the observed
signal from the radiometric calibration (left), and the reference spectrum of the tungsten
halogen lamp in the integrating sphere (right).

An example of spectrograms before calibration can be seen in Figure 4.8 and Figure 4.9 for
the HSI V4 and HSI V6, respectively. The settings used are the same as the ones used for
the dark current data in Table 4.2.

Both imagers were designed to operate in 400 to 800 nm, as the spectral range is limited
by an anti-re�ection coating that blocks light below 400 nm and by second order e�ects
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Figure 4.8: Spectrogram captured by the HSI
V4 showing the integrating sphere source
before calibration.

Figure 4.9: Spectrogram captured by the HSI
V6 showing the integrating sphere source
before calibration.

that may appear above 800 nm. The e�ect of the anti-re�ection coating can clearly be seen
in the images, as there is little to no signal below 400 nm. When looking at the higher
wavelengths in Figure 4.8, the signal drops around 900 nm. This can be explained by the
quantum e�ciency of the sensor, as seen in Figure 4.10, as the quantum e�ciency is close to
0% for the higher wavelengths. Figure 4.8 also shows some ripples, with some wavelengths
being clearly brighter while others are darker for the full slit height. This pattern can also
be recognised by looking at the quantum e�ciency in Figure 4.10. A horizontal stripe, most
likely caused by dust on the slit, can be seen at around pixel 400 in the slit height direction in
Figure 4.8. Several dust stripes can also be seen for the HSI V6 in Figure 4.9. Both the ripples
and the dust stripes are removed by applying the radiometric calibration coe�cients.

Figure 4.10: Quantum e�ciency as a function of wavelength for the uEye UI-3360CP-NIR-GL
camera head that is used for the HSI V4. Figure from [47].
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4.3 Characterisation

The results from smile and keystone detection and correction are presented in Section 4.3.1,
the calculated spectral bandpass in Section 4.3.2, and the result from investigation of dark
current and radiometric response varying with exposure time in Section 4.3.3. All results
presented in this section are calculated using data from the HSI V4.

4.3.1 Smile and Keystone

An example of a frame captured during data collection for smile and keystone detection can
be seen in Figure 4.11. The image shows the spectral peaks from the argon spectral lamp,
intersected by dark stripes created by the striped pattern in front of the collimator lens. As
the wavelengths of the spectral peaks are known, and the size and distances between the
spatial stripes are known, the true position of the intersection points created could be found.
The position of the detected intersection points, which were used as the GCPs, were then
compared to the known reference position of each point, to make a distortion model. The
correction was then made by using Equation 2.19, with the calculated model coe�cients Â
and B̂, as described in Section 2.4.2.

Figure 4.11: GCPs created by the striped pattern in combination with argon spectral lamp.

To obtain an even sharper pattern than seen in Figure 4.11, the aperture of the collimator
lens should be adjusted to be as small as possible while still letting through enough light to
illuminate the full FOV of the imager. This was discovered after the data was collected, and
maximum aperture on the collimator lens was therefore used for this data instead.
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A horizontal line in the frame is shown in Figure 4.12, and shows the position and strength
of the argon spectral peaks used. A vertical line, within a spectral peak, can be seen in
Figure 4.13 to show the positions of the striped pattern along the full slit height.

Figure 4.12: Horizontal line in the
spectrogram, showing the spectral peaks.

Figure 4.13: Vertical line in the spectrogram,
showing the spatial stripes.

A chosen area of the frame is shown to better view the argon lines used. The curvature of
the spectral lines are visible before correction in Figure 4.14a, indicating a high smile e�ect,
while the keystone e�ect does not appear as extreme. The same frame after correction can
be seen in Figure 4.14b, where the lines now appear straight, indicating less smile e�ect in
the image after correction.

(a) Before correction. (b) After correction.

Figure 4.14: Before and after smile and keystone correction.

The reduction of smile and keystone in the HSI V4 can be seen in Figure 4.15 and Figure
4.16. Figure 4.15 shows the average and maximum smile e�ect before and after correction
for the cropped slit height. The correction shows clear improvement, and the average smile
after correction is close to zero.

Figure 4.16 shows the maximum shift due to keystone before and after correction, and shows
again improvement. The error after correction does not centre around zero, however. This
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could be because the GCPs used all are in the right side of the image, giving a poorer
estimate for the keystone e�ect than if the GCPs were spread evenly along the spectral
axis. Combining GCPs from the argon lamp with data collected using the mercury-argon
lamp could give a better estimation of the keystone e�ect. This should be done in future
corrections.

Figure 4.15: Reduction of errors due to smile.

Figure 4.16: Reduction of errors due to keystone.

4.3.2 Spectral Bandpass

The spectral bandpass found for the HSI V4 and HSI V6 can be seen in Table 4.3. An example
of the FWHM detected for a frame showing both argon and mercury-argon peaks captured
with the HSI V4 can be seen in Figure 4.17.
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Table 4.3: The estimated spectral bandpass for HSI V4 and HSI V6. The spectral bandpass is
given as the average value ± standard deviation.

Imager Avg FWHM [nm] FWHM at 547 nm [nm]
HSI V4 4.21 ± 0.63 2.66 ± 0.075
HSI V6 4.26 ± 1.12 2.84 ± 0.0067

Figure 4.17: Example of spectral bandpass found in argon peaks for the HSI V4.

The theoretical FWHM for the HSI V4 and HSI V6, found in Table 3.1, are 1.4 nm and 3.3
nm, respectively. The estimated average bandpass for both imagers are worse than the given
values. When taking the standard deviation into account the bandpass for HSI V6 comes
close to the speci�ed value, while the one estimated for HSI V4 is still o�. When looking at
the bandpass of the mercury peak at 547 nm, close to the designed centre wavelength at 553
nm, however, the spectral bandpass gets lower for both imagers. The values are still not as
good as the speci�ed bandpass for the HSI V4, but the HSI V6 shows better performance at
this peak than the speci�ed spectral bandpass for the imager.

As seen in Figure 4.17, the width found for the double peaks are not the ones at half
maximum. The better choice would be to remove the estimate from these peaks, as the
full width at half maximum is not visible in these cases. Peaks from more spectral lamps,
such as the xenon and kryption lamps, should also be included in the estimation. In some
cases, it looks like the peaks are more narrow for lower wavelengths, which may be true as
the optical design is optimised with centre wavelength 553 nm. It is therefore expected that
the peaks closer to this wavelengths are more narrow than the ones further away.
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4.3.3 Sensor Response

To better observe trends in the data as a function of exposure time, only the response in
the middle line of the spectrograms were analysed, as looking at the full frame would be to
include too much information at once. The response was also smoothed a lot, with a window
of about 200 pixels, to �lter out as much noise as possible. An example of an un�ltered line
with dark current measurements can be seen in Figure 4.1, in Section 4.2.1. Comparing the
response without �ltering gave no clear indication of the changes in average response with
exposure time. As this analysis was done to investigate these trends, the heavy �ltering was
therefore deemed necessary.

Dark Current

As seen in Figure 4.18a, the dark current count in the middle line increases slightly as
the exposure time increases. In Figure 4.18b, however, which shows the response per
millisecond, it becomes clear that the dark current count per millisecond is not constant.
Estimating the dark current value per exposure time is therefore not necessarily a good
solution.

(a) Total dark current count. (b) Dark current count per millisecond.

Figure 4.18: Smoothed average dark current response in the middle horizontal line of
spectrograms captured by the HSI V4 at di�erent exposure times.

Figure 4.19 shows the average dark current count (single value) in the average middle line
of the spectrograms. A linear �t was made to show the slight increase in average counts
with exposure time. When looking at the standard deviation, however, it becomes clear that
using a single dark current value estimate for the radiometric calibration of the HSI V4 gives
greater uncertainties than the variation in dark current counts with exposure time. If a full
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matrix with the estimated dark current values for every pixel in the frame is implemented
for the radiometric calibration, further investigation of the dark current variations with
exposure time should be included.

Figure 4.19: Average dark current value in each middle line plus/minus the standard deviation,
shown together with a linear �t of the dark current value per exposure time.

Radiometric

The average radiometric response in the middle line of the spectrograms captured at
di�erent exposure times are shown in Figure 4.20a, and shows a clear dependence of
measured counts varying with exposure time. Figure 4.20b shows the average radiometric
response per millisecond. It can be seen that the response per millisecond is approximately
equal for all data sets, suggesting a close to linear sensor response.

(a) Total radiometric response. (b) Radiometric response per millisecond.

Figure 4.20: Smoothed average radiometric response in the middle horizontal line of
spectrograms captured by the HSI V4 at di�erent exposure times.



5 | Conclusion and Further Work
The aim of this project was to set up spectral and radiometric calibration procedures, and
implement a method for automatic detection and correction of smile and keystone e�ects
in hyperspectral imagers.

Spectral and radiometric calibration procedures were set up, and data collected for two
hyperspectral imagers, the HSI V4 and the HSI V6. The calibration coe�cients were
calculated, and both spectral and radiometric calibration performed. Testing and veri�cation
of the calibration performance is yet to be investigated. The spectral ranges calculated from
the spectral calibration coe�cients were within the expected ranges for both imagers. In
radiometric calibration, it was found that the dark current in the HSI V6 was uniform and
with an average value of about 8 counts in each pixel. The dark current in the HSI V4,
however, had stronger variations, and was not evenly distributed. Using a single value
estimate for the dark current in radiometric calibration, as done in this project, for the HSI
V4 is therefore not desirable, and a full dark current matrix should be estimated and used
in future calibration of this imager.

The data from spectral calibration was further used to estimate the spectral bandpass of the
imagers, which was within the expectations for the HSI V6, but not as good for the HSI
V4. A larger dataset, containing the dark current and radiometric response for di�erent
exposure times, was collected for radiometric calibration of the HSI V4, and further used to
investigate the linearity of the sensor response. The dark current was found to some degree
with exposure time, but not linearly. But as long as a single value estimate is used for the
dark current estimate, the single value estimate itself introduces far greater error than the
variation of the dark current with exposure time. The radiometric response, on the other
hand, was found to have a close to linear variation with exposure time.

A set-up to detect smile and keystone in the imagers was designed and built, and a method
to make corrections for these e�ects implemented. The results show that both smile and
keystone was reduced after correction, but improvements can still be made, especially for
keystone. The detection algorithm should be further developed to include data from several
spectral lamps to improve the keystone detection, and by this improve the distortion model
which again will improve the corrections.

53
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In addition, a characterisation set-up to detect changes in the radiometric response due to
radiation e�ects was built and tested. The set-up was then used during radiation testing
at the Technical University of Denmark (DTU) in the spring of 2019. The characterisation
set-up consisted of an optical table with a stable light source, white paper used as a di�user,
and a mount for the imager. The paper was illuminated by the light source, and the imager
pointed towards the paper. This was used to measure the radiometric response between
each radiation dose. Analysis was then done to investigate the e�ects of radiation on the
sensor and lenses. A more detailed description of the experiment can be found in [48].

As a part of future work for this project, the data from radiometric calibration can further be
used to �nd the SNR, and the dynamic range of the imagers. A set-up for detecting the PSF
should be developed for a more thorough characterisation of the system, as done in [29].
Other e�ects, such as temperature dependency, stray light, and polarisation sensitivity, as
mentioned in [13], should also be characterised. In addition, since the hyperspectral imagers
used in this report will be used in remote sensing, procedures and methods for performing
calibration and corrections in-�ight and in-orbit should be investigated and developed.
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A | Data Collection Procedures
This chapter describes the procedures for collecting data used in spectral and radiometric
calibration, as well as the data used for smile and keystone correction. All procedures are
assumed to be performed in a dark room with the equipment described in Section 3.1.

A.1 Spectral Calibration

Collecting the data:

1. Take an image of initial lab set-up, as reference for when cleaning up later.
2. Remove the cap o� the integrating sphere inlet.
3. Remove the cap o� the lamp inlet using small hex keys.
4. Prepare the calibration lamp mounts. The mounts should be placed so that the lamp

is held in the inlet of the integrating sphere.
5. Prepare the HSI. Connect to laptop, start capturing software and make sure the imager

is running properly by taking a test image. Remove the HSI lens cover.
6. Prepare the HSI mount and attach the HSI. Make sure that the opening in the

integrating sphere covers the entire FoV of the imager.
7. Attach the calibration lamp (note the type) to the mount and secure in inlet.
8. Connect lamp power supply, make sure the power switch is turned o�.
9. Take a normal photo of the set-up.

10. Turn the lamp on, note the time in attached log. Check if the lamp needs any warm-up
time, and wait if needed. Turn all other lights o�.

11. Set correct imager parameters: AOI, frame rate, exposure time, binning, gain.
12. Take a test image, note the time to know how long the lamp warmed up before use.

Check that the test image is not over- or underexposed. If it is, adjust the settings and
take new test image. Repeat until the test image is no longer over- or underexposed.

13. Take a series of images, preferably more than 30. Note the time, and save the .ini �le
in the folder with the images. Include date, imager and lamp type in the name of the
folder.

14. Turn lab lights back on.
15. Turn the calibration lamp o�, and note the time in the attached log.
16. Repeat steps 7 - 15 above for all calibration lamps.
17. Turn o� the imager, unplug the lamp power supply and clean up. Look at reference

image to make sure the lab looks the same as before the calibration.
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A.2 Radiometric Calibration

The radiometric calibration consists of two parts; characterising the dark current, and
comparing calibration data with known reference data, as described in Section 3.3. Both
dark current data and radiometric data must therefore be collected.

A.2.1 Dark Current Data

Collecting the data:

1. Take an image of initial lab set-up, as reference for when cleaning up later.
2. Prepare the HSI. Connect to laptop, start capturing software and make sure the imager

is running properly by taking a test image.
3. Make sure the lens cap is on. Place the imager in a dark place, preferably a box or

something similar, to shield it from any light sources such as the laptop.
4. Set correct imager parameters: AOI, frame rate, exposure time, binning, gain.
5. Turn all lights o�.
6. Take a series of images, preferably more than 30. Note the time, and save the .ini �le

in the folder with the images. Include date, imager, exposure time and frame rate in
the name of the folder.

7. Optional: Repeat step 6 for di�erent settings/ exposure times.
8. Turn lab lights back on. Turn o� the imager.
9. Continue with the radiometric calibration procedure, or clean up. If cleaning up, look

at reference image to make sure the lab looks the same as before the calibration.

A.2.2 Radiometric Data

Collecting the data:

1. Take an image of initial lab set-up, as reference for when cleaning up later.
2. Remove the cap o� the integrating sphere inlet.
3. Make sure the fan, bulb and light sensor are properly connected to the integrating

sphere. Connect the power unit.
4. Turn on the power unit using the switch on the back panel. The fan will start up and

the power lamp on the front panel will start blinking.
5. Turn on the integrating sphere lamp by pressing the On/O� button on the front panel.

The power lamp will blink rapidly while in ramp mode, and go steady when the lamp
is on after approximately 30 seconds. Note the time when the lamp was turned on.

6. Let the lamp warm up for 20-30 minutes, before starting the measurements. Prepare
the HSI and take test images while waiting.
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7. Prepare the HSI. Connect to laptop, start capturing software and make sure the imager
is running properly by taking a test image. Remove the HSI lens cover.

8. Prepare the HSI mount and attach the HSI. Make sure that the opening in the
integrating sphere covers the entire FoV of the imager.

9. Take a normal photo of the set-up.
10. Set correct imager parameters: AOI, frame rate, exposure time, binning, gain.
11. Take a test image, note the time to know how long the lamp warmed up before use.

Check that the test image is not over- or underexposed. If it is, adjust the settings and
take new test image. Repeat until the test image is no longer over- or underexposed.

12. Take a series of images, preferably more than 30. Note the time, and save the .ini �le
in the folder with the images. Include date, imager, exposure time and frame rate in
the name of the folder.

13. Turn lab lights back on.
14. Turn the integrating sphere lamp o�, and note the time in the attached log. The power

lamp will blink rapidly while in ramp mode, and slowly when the lamp is o�. Wait
2-3 minutes before turning o� the power unit, to let the fan cool down the bulb.

15. Turn o� the imager, unplug the lamp power supply and clean up. Look at reference
image to make sure the lab looks the same as before the calibration.
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A.3 Smile and Keystone Correction
Collecting the data:

1. Take an image of initial lab set-up, as reference for when cleaning up later.
2. Remove the cap o� the integrating sphere inlet.
3. Remove the cap o� the lamp inlet using small hex keys.
4. Prepare the calibration lamp mounts. The mounts should be placed so that the lamp

is held in the inlet of the integrating sphere.
5. Prepare the HSI. Connect to laptop, start capturing software and make sure the imager

is running properly by taking a test image. Remove the HSI lens cover.
6. Prepare the HSI mount and attach the HSI. Make sure that the opening in the

integrating sphere covers the entire FoV of the imager.
7. Prepare the collimator lens. Mount the striped pattern onto the backside of the lens,

and fasten with tape if necessary. Put the collimator lens in its holder and place this
between the HSI and the integrating sphere. The lens should be as close to the HSI
as possible. Make sure focus of the collimator lens is set to in�nity, and adjust the
aperture to be as small as possible while still letting through enough light to illuminate
the full FOV of the imager.

8. Attach the calibration lamp (note the type) to the mount and secure in inlet.
9. Connect lamp power supply, make sure the power switch is turned o�.

10. Take a normal photo of the set-up.
11. Turn the lamp on, note the time in attached log. Check if the lamp needs any warm-up

time, and wait if needed. Turn all other lights o�.
12. Set correct imager parameters: AOI, frame rate, exposure time, binning, gain.
13. Take a test image, note the time to know how long the lamp warmed up before use.

Check that the test image is not over- or underexposed. If it is, adjust the settings and
take new test image. Repeat until the test image is no longer over- or underexposed.

14. Take a series of images, preferably more than 30. Note the time, and save the .ini �le
in the folder with the images. Include date, imager and lamp type in the name of the
folder.

15. Turn lab lights back on.
16. Turn the calibration lamp o�, and note the time in the attached log.
17. Repeat steps 7 - 15 above for all calibration lamps.
18. Turn o� the imager, unplug the lamp power supply and clean up. Look at reference

image to make sure the lab looks the same as before the calibration.



B | Lamp Certi�cate, ISS-30-VA

The calibration lamp certi�cate belonging to the integrating sphere (ISS-30-VA) used in the
calibrations can be seen in Figure B.1 to B.4.
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66 B. LAMP CERTIFICATE, ISS-30-VA

Figure B.1: Lamp certi�cate, page 1 [49].
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Figure B.2: Lamp certi�cate, page 2 [49].



68 B. LAMP CERTIFICATE, ISS-30-VA

Figure B.3: Lamp certi�cate, page 3 [49].
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Figure B.4: Lamp certi�cate, page 4 [49].
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